

    
      
          
            
  
Welcome to Stackspin’s documentation!

Stackspin is a platform that offers self-managed, click-and-play
provisioning of online applications for Civil Society Organisations (CSOs).
Users will be able to easily set up a self-hosted instance of Stackspin, so
they can keep control over the data that gets entered into these applications.

Stackspin is:


	Open Source


	Self updating


	Easy to deploy


	Integrated




For more information, go to the Stackspin website [https://stackspin.net].
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